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(57) ABSTRACT

A videoconference may be initiated between a plurality of
endpoints. At least one of the endpoints may be coupled to a
recording server, which may be configured to record the
videoconference. A configuration may be selected (e.g., auto-
matically or manually) for performing the recording. The
endpoint (e.g., acting as an MCU) may transmit information
to endpoints and may transmit recording information to the
recording server. The recording information may be different
from the videoconference information. For example, it may
be in a “streaming friendly” format, at a different bit rate,
encoded differently, have different inputs, etc. The manner in
which the videoconference is stored and/or recorded may be
based on the selected configuration. Clients may be config-
ured to receive and display the videoconference from the
recording server and may be configured to change the pro-
vided layout to different layouts, e.g., based on user input.
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1
DISTRIBUTED RECORDING OR
STREAMING OF A VIDEOCONFERENCE IN
MULTIPLE FORMATS

PRIORITY INFORMATION

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/094,041, filed Apr. 26, 2011, titled “Distrib-
uted Recording of a Videoconference in Multiple Formats”,
whose inventors are Binu Kaiparambil Shanmukhadas,
Hrishikesh G. Kulkarni, Raghuram Belur, and Sandeep Lak-
shmipathy; and which is hereby incorporated by reference in
its entirety as though fully and completely set forth herein.

FIELD OF THE INVENTION

The present invention relates generally to conferencing
and, more specifically, to recording a videoconference.

DESCRIPTION OF THE RELATED ART

Videoconferencing may be used to allow two or more
participants at remote locations to communicate using both
video and audio. Each participant location may include a
videoconferencing system for video/audio communication
with other participants. Each videoconferencing system may
include a camera and microphone to collect video and audio
from a first or local participant to send to one or more other
(remote) participants. Each videoconferencing system may
also include a display and speaker to reproduce video and
audio received from remote participant(s). Each videoconfer-
encing system may also be coupled to a computer system to
allow additional functionality into the videoconference. For
example, additional functionality may include data confer-
encing (including displaying and/or modifying a document
for both participants during the conference).

Present videoconferencing systems allow for some record-
ing ability. However, to achieve such recording, a new record-
ing endpoint must be added, which takes up valuable screen
space for participants. Additionally, the recorded material
typically includes a recording of itself (e.g., as blank space).
Also, the information received by the recorder is not suitable
for streaming to other users, but rather requires transcoding.
Accordingly, improvements in videoconferencing recording
are desired.

SUMMARY OF THE INVENTION

Various embodiments are presented of a system and
method for recording a videoconference.

A videoconference may be initiated between a plurality of
endpoints. At least one of the endpoints may be coupled to a
recording server, which may be configured to record the
videoconference.

A request may be received to record the videoconference.
For example, a user may provide a single user interaction to
initiate or perform the recording of the videoconference. In
one embodiment, the user may simply select a record button,
e.g., on a remote, and the recording may be initiated. Alter-
natively, the recording of the videoconference may be initi-
ated automatically, or may involve more than a single user
interaction, as desired. In some embodiments, the request
may be received by the recording server, e.g., as a message
from an MCU of the videoconference or an endpoint of the
videoconference.

One or more recording configurations may be selected
(e.g., automatically or manually) for performing the record-
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2

ing. The manner in which the videoconference is recorded
(e.g., and how it is stored and published by the recording
server) may be based on the selected recording configura-
tion(s). Additionally, the recording configurations may deter-
mine the manner in which videoconference information is
provided to the recording server.

The endpoint (e.g., acting as an MCU) may transmit infor-
mation to endpoints and may transmit information to the
recording server for recording. Alternatively, a different end-
point or videoconference device may be determined that has
a high quality connection to the recording server. For
example, the endpoint (or other type of device) that has the
best connection to the recording server may be used to pro-
vide the recording information to the recording server (e.g., in
order to achieve a high quality recording of the videoconfer-
ence).

The recording information transmitted to the recording
server may be different from the information transmitted to
the other endpoints. For example, the recording information
may be in a “streaming friendly” format, at a different bit rate,
encoded differently, have different inputs or video content,
etc. The format of the recording information may be affected
by the selected recording configurations. For example, the
format of the recording information may correspond to a
specified format of one of the recording configurations.

The recording information may include participant video-
conference information and auxiliary videoconference infor-
mation (e.g., corresponding to a presentation presented in the
videoconference). The participant videoconference informa-
tion and the auxiliary videoconference information may be
provided together or separately (e.g., as separate streams) to
the recording server, as desired.

In some embodiments, a timeline may be provided or gen-
erated which specifies when the auxiliary videoconference
information was present in the videoconference (e.g., when a
presentation is only given for a portion of the videoconfer-
ence). The recording information may specify boundary
information of a composite image provided to the recording
server. For example, the boundary information may specify
the boundary of each portion in the composite image.

In some embodiments, the transcoding or recording work
may be distributed among a plurality of recording resources.
For example, a second endpoint may provide second record-
ing information to the recording server that has a different
format than the recording information described above. In
one embodiment, the second endpoint may use videoconfer-
ence information of the videoconference to generate the sec-
ond recording information, or may transcode the recording
information described above, as desired. In various embodi-
ments, other devices may perform recording or transcoding
work, e.g., when the recording server lacks the capacity to
record the videoconferences in all of the desired formats (e.g.,
as specified by the recording configurations selected above).
Thus, recording work may be distributed among a plurality of
devices, e.g., including endpoints participating in the video-
conference, as desired.

Clients of the recording server may be configured to
receive and display the recorded videoconference. For
example, the client may be configured to display the partici-
pant videoconference information and the auxiliary video-
conference information using a timeline provided by the
recording server. Additionally, or alternatively, the client may
be configured to change the provided layout of the recording
to different layouts, e.g., based on user input. For example,
boundary information may be provided from the recording
server to the client to allow the client to change the layout of
the playback of the recording of the videoconference.
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BRIEF DESCRIPTION OF THE DRAWINGS

A better understanding of the present invention may be
obtained when the following detailed description is consid-
ered in conjunction with the following drawings, in which:

FIGS. 1 and 2 illustrate exemplary videoconferencing sys-
tem participant locations, according to an embodiment;

FIGS. 3A and 3B illustrate exemplary conferencing sys-
tems coupled in different configurations, according to some
embodiments; and

FIG. 4 is a block diagram illustrating endpoints in a vid-
eoconference, a recording server, and clients, according to
one embodiment;

FIGS. 5A and 5B illustrate exemplary screen layouts for a
videoconference, according to one embodiment;

FIG. 6 is a flowchart diagram illustrating an embodiment of
a method for recording a videoconference;

FIGS. 7A-8B are diagrams illustrating flow of data
between endpoints, recording servers, and clients, according
to some embodiments;

FIG. 9 is a screen shot illustrating an interface for viewing
a recorded videoconference, according to one embodiment;

FIG. 10 is a flowchart diagram illustrating an embodiment
of'a method for recording a videoconference using configu-
rations;

FIG. 11 is a screen shot of an interface for editing and
creating configurations, according to one embodiment;

FIG. 12 is a flowchart diagram illustrating an embodiment
of'a method for recording a videoconference in response to a
single user interaction;

FIG. 13 is a flowchart diagram illustrating an embodiment
of'a method for recording a videoconference with a separate
presentation stream;

FIG. 14 is a flowchart diagram illustrating an embodiment
of a method for recording a videoconference including
boundary information;

FIG. 15 is a flowchart diagram illustrating an embodiment
of'a method for recording a videoconference based on con-
nection quality; and

FIG. 16 is a flowchart diagram illustrating an embodiment
of' a method for recording a videoconference according to a
plurality of formats.

While the invention is susceptible to various modifications
and alternative forms, specific embodiments thereof are
shown by way of example in the drawings and will herein be
described in detail. It should be understood, however, that the
drawings and detailed description thereto are not intended to
limit the invention to the particular form disclosed, but on the
contrary, the intention is to cover all modifications, equiva-
lents, and alternatives falling within the spirit and scope of the
present invention as defined by the appended claims. Note the
headings are for organizational purposes only and are not
meant to be used to limit or interpret the description or claims.
Furthermore, note that the word “may” is used throughout
this application in a permissive sense (i.e., having the poten-
tial to, being able to), not a mandatory sense (i.e., must). The
term “include”, and derivations thereof, mean “including, but
not limited to”. The term “coupled” means “directly or indi-
rectly connected”.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Incorporation by Reference

U.S. patent application titled “Video Conferencing System
Transcoder”, Ser. No. 11/252,238, which was filed Oct. 17,
2005, whose inventors are Michael L. Kenoyer and Michael
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4

V. Jenkins, is hereby incorporated by reference in its entirety
as though fully and completely set forth herein.

U.S. patent application titled “Virtual Decoders™, Ser. No.
12/142,263, which was filed Jun. 19, 2008, whose inventors
are Keith C. King and Wayne E. Mock, is hereby incorporated
by reference in its entirety as though fully and completely set
forth herein.

U.S. patent application titled “Video Conferencing System
which Allows Endpoints to Perform Continuous Presence
Layout Selection”, Ser. No. 12/142,302, whose inventors are
Keith C. King and Wayne E. Mock, is hereby incorporated by
reference in its entirety as though fully and completely set
forth herein.

U.S. patent application titled “Video Conferencing Device
which Performs Multi-way Conferencing”, Ser. No. 12/142,
340, whose inventors are Keith C. King and Wayne E. Mock,
is hereby incorporated by reference in its entirety as though
fully and completely set forth herein.

U.S. patent application titled “Video Decoder which Pro-
cesses Multiple Video Streams”, Ser. No. 12/142,377, whose
inventors are Keith C. King and Wayne E. Mock, is hereby
incorporated by reference in its entirety as though fully and
completely set forth herein.

U.S. patent application titled “Virtual Multiway Scaler
Compensation”, Ser. No. 12/171,358, whose inventors are
Keith C. King and Wayne E. Mock, is hereby incorporated by
reference in its entirety as though fully and completely set
forth herein.

U.S. patent application titled “Virtual Distributed Multi-
point Control Unit”, Ser. No. 12/712,947, whose inventors are
Keith C. King, Ashish Goyal, and Hrishikesh Gopal Kulkarni,
is hereby incorporated by reference in its entirety as though
fully and completely set forth herein.

Terms

The following is a glossary of terms used in the present
application:

Memory Medium—Any of various types of memory
devices or storage devices. The term “memory medium” is
intended to include an installation medium, e.g., a CD-ROM,
floppy disks, or tape device; a computer system memory or
random access memory such as DRAM, DDR RAM, SRAM,
EDO RAM, Rambus RAM, etc.; or a non-volatile memory
such as a magnetic media, e.g., ahard drive, or optical storage.
The memory medium may comprise other types of memory
as well, or combinations thereof. In addition, the memory
medium may be located in a first computer in which the
programs are executed, or may be located in a second differ-
ent computer which connects to the first computer over a
network, such as the Internet. In the latter instance, the second
computer may provide program instructions to the first com-
puter for execution. The term “memory medium” may
include two or more memory mediums which may reside in
different locations, e.g., in different computers that are con-
nected over a network.

Carrier Medium—a memory medium as described above,
as well as a physical transmission medium, such as a bus,
network, and/or other physical transmission medium that
conveys signals such as electrical, electromagnetic, or digital
signals.

Computer System—any of various types of computing or
processing systems, including a personal computer system
(PC), mainframe computer system, workstation, network
appliance, Internet appliance, personal digital assistant
(PDA), smart phone, television system, grid computing sys-
tem, or other device or combinations of devices. In general,
the term “computer system” can be broadly defined to encom-



US 9,407,867 B2

5

pass any device (or combination of devices) having at least
one processor that executes instructions from a memory
medium.

FIGS. 1 and 2—FExemplary Participant Locations

FIG. 1 illustrates an exemplary embodiment of a videocon-
ferencing participant location, also referred to as a videocon-
ferencing endpoint or videoconferencing system (or video-
conferencing unit). The videoconferencing system 103 may
have a system codec 109 to manage both a speakerphone
105/107 and videoconferencing hardware, e.g., camera 104,
display 101, speakers 171, 173, 175, etc. The speakerphones
105/107 and other videoconferencing system components
may be coupled to the codec 109 and may receive audio
and/or video signals from the system codec 109.

In some embodiments, the participant location may
include camera 104 (e.g., an HD camera) for acquiring
images (e.g., of participant 114) of the participant location.
Other cameras are also contemplated. The participant loca-
tion may also include display 101 (e.g., an HDTV display).
Images acquired by the camera 104 may be displayed locally
on the display 101 and/or may be encoded and transmitted to
other participant locations in the videoconference. In some
embodiments, images acquired by the camera 104 may be
encoded and transmitted to a multipoint control unit (MCU),
which then provides the encoded stream to other participant
locations (or videoconferencing endpoints).

The participant location may further include one or more
input devices, such as the computer keyboard 140. In some
embodiments, the one or more input devices may be used for
the videoconferencing system 103 and/or may be used for one
or more other computer systems at the participant location, as
desired.

The participant location may also include a sound system
161. The sound system 161 may include multiple speakers
including left speakers 171, center speaker 173, and right
speakers 175. Other numbers of speakers and other speaker
configurations may also be used. The videoconferencing sys-
tem 103 may also use one or more speakerphones 105/107
which may be daisy chained together.

Insome embodiments, the videoconferencing system com-
ponents (e.g., the camera 104, display 101, sound system 161,
and speakerphones 105/107) may be coupled to a system
codec 109. The system codec 109 may be placed on a desk or
on the floor. Other placements are also contemplated. The
system codec 109 may receive audio and/or video data from
anetwork, such as a LAN (local area network) or the Internet.
The system codec 109 may send the audio to the speaker-
phone 105/107 and/or sound system 161 and the video to the
display 101. The received video may be HD video that is
displayed on the HD display. The system codec 109 may also
receive video data from the camera 104 and audio data from
the speakerphones 105/107 and transmit the video and/or
audio data over the network to another conferencing system,
or to an MCU for provision to other conferencing systems.
The conferencing system may be controlled by a participant
or user through the user input components (e.g., buttons) on
the speakerphones 105/107 and/or input devices such as the
keyboard 140 and/or the remote control 150. Other system
interfaces may also be used.

In various embodiments, the codec 109 may implement a
real time transmission protocol. In some embodiments, the
codec 109 (which may be short for “compressor/decompres-
sor” or “coder/decoder”) may comprise any system and/or
method for encoding and/or decoding (e.g., compressing and
decompressing) data (e.g., audio and/or video data). For
example, communication applications may use codecs for
encoding video and audio for transmission across networks,
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including compression and packetization. Codecs may also
be used to convert an analog signal to a digital signal for
transmitting over various digital networks (e.g., network,
PSTN, the Internet, etc.) and to convert a received digital
signal to an analog signal. In various embodiments, codecs
may be implemented in software, hardware, or a combination
of both. Some codecs for computer video and/or audio may
utilize MPEG, Indeo™, and Cinepak™, among others.

In some embodiments, the videoconferencing system 103
may be designed to operate with normal display or high
definition (HD) display capabilities. The videoconferencing
system 103 may operate with network infrastructures that
support T1 capabilities or less, e.g., 1.5 mega-bits per second
or less in one embodiment, and 2 mega-bits per second in
other embodiments.

Note that the videoconferencing system(s) described
herein may be dedicated videoconferencing systems (i.e.,
whose purpose is to provide videoconferencing) or general
purpose computers (e.g., IBM-compatible PC, Mac, etc.)
executing videoconferencing software (e.g., a general pur-
pose computer for using user applications, one of which
performs videoconferencing). A dedicated videoconferenc-
ing system may be designed specifically for videoconferenc-
ing, and is not used as a general purpose computing platform;
for example, the dedicated videoconferencing system may
execute an operating system which may be typically stream-
lined (or “locked down™) to run one or more applications to
provide videoconferencing, e.g., for a conference room of a
company. In other embodiments, the videoconferencing sys-
tem may be a general use computer (e.g., a typical computer
system which may be used by the general public or a high end
computer system used by corporations) which can execute a
plurality of third party applications, one of which provides
videoconferencing capabilities. Videoconferencing systems
may be complex (such as the videoconferencing system
shown in FIG. 1) or simple (e.g., a user computer system 200
with a video camera, input devices, microphone and/or speak-
ers such as the videoconferencing system of FIG. 2). Thus,
references to videoconferencing systems, endpoints, etc.
herein may refer to general computer systems which execute
videoconferencing applications or dedicated videoconfer-
encing systems. Note further that references to the videocon-
ferencing systems performing actions may refer to the video-
conferencing application(s) executed by the
videoconferencing systems performing the actions (i.e.,
being executed to perform the actions).

The videoconferencing system 103 may execute various
videoconferencing application software that presents a
graphical user interface (GUI) on the display 101. The GUI
may be used to present an address book, contact list, list of
previous callees (call list) and/or other information indicating
other videoconferencing systems that the user may desire to
call to conduct a videoconference. The GUI may also present
options for recording a current videoconference, and may
also present options for viewing a previously recorded vid-
eoconference.

Note that the videoconferencing system shown in FIGS. 1
and 2 may be modified to be an audioconferencing system.
For example, the audioconference could be performed over a
network, e.g., the Internet, using VOIP. The audioconferenc-
ing system, for example, may simply include speakerphones
105/107, although additional components may also be
present. Additionally, note that any reference to a “conferenc-
ing system” or “conferencing systems” may refer to video-
conferencing systems or audioconferencing systems (e.g.,
teleconferencing systems). In the embodiments described
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below, the conference is described as a videoconference, but
note that the methods may be modified for utilization in an
audioconference.

FIGS. 3A and 3B—Coupled Conferencing Systems

FIGS. 3 A and 3B illustrate different configurations of con-
ferencing systems. The conferencing systems may be oper-
able to perform the methods described herein. As shown in
FIG. 3A, conferencing systems (CUs) 320A-D (e.g., video-
conferencing systems 103 described above) may be con-
nected via network 350 (e.g., a wide area network such as the
Internet) and CU 320C and 320D may be coupled over a local
area network (LAN) 375. The networks may be any type of
network (e.g., wired or wireless) as desired.

FIG. 3B illustrates a relationship view of conferencing
systems 310A-310M. As shown, conferencing system 310A
may be aware of CU 310B-310D, each of which may be
aware of further CU’s (310E-310G, 310H-310J, and 310K-
310M respectively). CU 310A may be operable to perform
the methods described herein. In a similar manner, each of the
other CUs shown in FIG. 3B, such as CU 310H, may be able
to perform the methods described herein, as described in
more detail below. Similar remarks apply to CUs 320A-D in
FIG. 3A.

FIG. 4—Videoconferencing System Block Diagram Includ-
ing Recording Server

FIG. 4 is a block diagram of a videoconferencing system
that includes a recording server. As shown, there may be a
plurality of videoconferencing endpoints in a videoconfer-
ence. The videoconference may be performed in the manner
described in U.S. patent application Ser. No. 11/252,238,
incorporated by reference above, although other configura-
tions are envisioned. As shown in FIG. 4, videoconferencing
endpoint A may act as a host or MCU of the videoconference
for videoconferencing endpoints B and C. The videoconfer-
encing endpoints A, B, and C may be similar to those
described above with respect to FIGS. 1 and 2, although other
variations are envisioned. As shown, videoconferencing end-
point A may communicate with both endpoints B and C in a
bidirectional manner. For example, endpoint B may provide
audio and video generated at the location of B and endpoint C
may provide audio and video generated at the location of C.
Accordingly, endpoint A may provide videoconferencing
information back to B and C, respectively, for presentation to
participants at those locations. For example, A may provide a
composite image of itself and C to B and a composite image
ofitself and B to C. However, A may simply provide a com-
posite image of A, B, and C, and each endpoint may present
whatever layout they desire (e.g., based on user input), similar
to embodiments described below.

In some embodiments, presentation (e.g., Powerpoint®,
digital documents, web pages, videos, projections (e.g., of
physical documents), scanned documents, etc.) video and/or
audio may also be provided. For example, C may provide
presentation information to A as well as video from a video
input at location C. In some embodiments, the presentation
information may be provided separately from the video of the
location (e.g., over a different channel or stream), although
the video could be combined, e.g., in a composite image. In
turn, A may provide the video and/or presentation informa-
tion, and possibly its own video, to B.

Note that endpoint A, when providing composite images,
may also provide information indicating how the composite
image is formed, such that the other endpoints can divide and
reform new composite images or screen layouts based on the
received composite image. For example, A may indicate that
the transmitted video from A to B includes four quadrants, a
quadrant for A, a quadrant for C’s location video, a quadrant
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for C’s presentation, and another quadrant, which could
include any number of video sources, e.g., auxiliary video
(from a computer, DVD player, etc.), video from B, or from
another video camera, e.g., at location A. In the embodiment
shown in FIG. 5A, each endpoint also receives and (possibly)
displays its own video, although other embodiments are envi-
sioned where this is not the case. Note that the composite
images supplied to each endpoint may be the same or differ-
ent, as desired.

By providing an indication of the layout and information
provided in each window of the layout, each receiving end-
point may be configured to change the layout of the composite
image, e.g., based on user input. The layout change may be
performed “live” or “on demand”, e.g., in response to a user
requesting the layout change. Additionally, the layout chang-
ing may be performed as described in various ones of the
patent applications incorporated by reference above. Thus,
the user may be able to only display a single video source, or
emphasize one of the sources over other ones (e.g., where the
active speaker is shown larger than the other video sources).
For example, as shown in FIG. 5B, the participants may be
able to change the layout of the display based on the compos-
ite images provided in FIG. 5A without requiring the MCU to
provide new images. More specifically, in FIG. 5B, the par-
ticipant at A has chosen to view the presentation in a larger
screen, with A, B, and C video in smaller screens; the partici-
pant at B has chosen to view C in the main screen and just A
and the presentation in smaller screens; and the participant at
C has chosen just to see A and B with equal shares of the
screen. Thus, each endpoint may be configured to present
different layouts using the layout information sent by the
host, e.g., without requiring the host to send new or different
composite images.

Note that while various embodiments described above
refer to layout changes in response to user input, the layout
changes may be performed automatically, without user input
requesting the layout change. For example, the videoconfer-
encing endpoint may automatically change the videoconfer-
ence layout at a particular location in response to the addition
of a presentation, the removal of a presentation, the addition
of a new participant, the removal of a new participant, the
amount of talking that is performed by each participant, etc.
Thus, the videoconference layout may be modified automati-
cally or in response to user input, as desired.

Thus, as shown in FIG. 4, a videoconference may be per-
formed between endpoints A, B, and C. As also shown, one of
the endpoints of the videoconference (e.g., the host or MCU
A) may be coupled to a recording or streaming server, e.g., via
a network, such as the Internet, although in some embodi-
ments, the recording server may be on a network that is local
to the endpoint. In another embodiment, the recording server
may be implemented as part of the MCU or one of the par-
ticipating endpoints, e.g., the MCU may be implemented as a
multi-processor system whereby one or more processors are
used for MCU functionality and one or more processors are
used for implementing the recording server. The recording
server may be any type of computer server, as desired. In
some embodiments, the MCU may provide video and audio
of the videoconference to the recording server for recording.

Note that the audio and video provided to the recording
server may be independent from any other streams being sent
to the other endpoints. For example, the audio and video
provided to the recording server may include every end-
point’s audio and video (either combined or separately, as
desired), whereas videoconference streams sent to each end-
point during the actual videoconference may not typically
include its own video (e.g., B may not receive its own video).
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Thus, in some embodiments the recording server may receive
video and audio from of all of the participants, even though
during the videoconference various ones (or all) of the par-
ticipants may receive video and audio from only a subset of
the participants, although in other embodiments, this may not
be the case. However, in other embodiments, the videocon-
ference information sent for recording may exclude one or
more video sources, e.g., in response to user input excluding
them (or inversely, not including them) from being recorded.

Additionally, the videoconference information sent for
recording may be at a different bit rate, encoding format,
resolution, frame rate, or any other variable than the informa-
tion provided to the other videoconferencing endpoints, as
desired. For example, in some embodiments, the videocon-
ference information sent from the MCU to the recording
server may already be streaming friendly. For example, the
MCU may provide the videoconference information to the
recording server in a format that includes I frames (intra
frames) or other information that allows clients to self correct
the video (e.g., in the event of lost packets or an interruption).
In one embodiment, the videoconference information may be
provided in a container format that is used by streaming
players (fly, swt, wmv, mov, mp4, etc) and/or may be encoded
using the audio/video codecs that is supported by streaming
players. Thus, in some embodiments, the recording server
may not be required to transcode the videoconference before
streaming it to clients. However, in further embodiments, the
recording server may be able to transcode the received vid-
eoconference into a plurality of formats, e.g., in order to
provide the videoconference to various types of devices, e.g.,
which cannot support the original format. Alternatively or
additionally, the MCU may provide a plurality of differently
coded recordings corresponding to the videoconference, e.g.,
to support heterogeneous clients. Thus, the information sent
to the recording server may be independent or unique from
any of the other videoconferencing information sent from the
MCU to the other endpoints during the videoconference.
Additionally, unlike some prior art solutions, where the
recording server joins the videoconference as a participant,
the information sent to the recording server may not include
audio/video corresponding to the recording server (e.g.,
where a portion of the videoconference information sent to
the recording server includes a blank portion corresponding
to the recording server as a participant). Said another way, the
recording server may not use a port of the MCU and thus may
not be considered a “participant” to the videoconference.
Accordingly, the recording server may not receive any video
or composite section that corresponds to the recording server.

As also shown, the recording or streaming server may be
coupled to one or more clients. In FIG. 4, the recording server
is coupled to client 1, client 2, and client 3. The clients may be
any type of client as desired. For example, the client may be
a typical computer system such as a desktop or laptop com-
puter system, a netbook, a tablet, a mobile device, such as a
phone, etc. Generally, a client may be any type of device that
is capable of displaying video files or streams to a user.
According to embodiments, described herein, the recording
server may stream the videoconference to the clients, e.g.,
during the videoconference or after, as desired. Similar to
embodiments described above, the streams provided to the
clients may include multiple video streams (e.g., for each
participant, presentation, etc.) and at least a portion of the
video streams may be packaged in composite video (compos-
ite video here refers to a video stream that itself contains
video from two or more endpoints and hence is a composite of
the video from those endpoints, where the composite video is
comprises a plurality of composite images). Also similar to
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above, the recording server may provide the video streams to
clients with information indicating the layout of the compos-
ite video, thereby allowing the client to change the layout of
the displayed videoconference during playback.

Note that while the recording server is shown as coupled to
only endpoint A, the recording server may be coupled to all or
any subset of the endpoints of the videoconference, as
desired. In some embodiments, it may be especially desirable
that the recording server is coupled to and receives videocon-
ference information from an endpoint with a high quality
connection to the recording server, e.g., over a local area
network instead of the Internet or having the highest quality
Internet connection between the endpoint and the recording
server.

Further details regarding the videoconference and record-
ing server are provided below.

FIG. 6—Recording a Videoconference Using a Recording
Server

FIG. 6 illustrates a method for recording a videoconference
using a recording server. The method shown in FIG. 6 may be
used in conjunction with any of the computer systems or
devices shown in the above Figures, among other devices. In
various embodiments, some of the method elements shown
may be performed concurrently, performed in a different
order than shown, or omitted. Additional method elements
may also be performed as desired. As shown, this method may
operate as follows.

In 602, a videoconference may be initiated or performed
between a plurality of participants at respective participant
locations. More specifically, the conference may be initiated
between a first participant using a first endpoint (e.g., at a first
participant location) and a plurality of other participants
using other endpoints (e.g., at other participant locations).
Thus, endpoints may be similar to those described above
regarding FIGS. 1-4, although other variations are envi-
sioned. The videoconference may be established according to
any of a variety of methods, e.g., the one described in patent
application Ser. No. 11/252,238, which was incorporated by
reference above. The videoconference may utilize an instant
messaging service or videoconferencing service over the
Internet, as desired.

In some embodiments, a multipoint control unit (MCU)
may perform the first videoconference between the plurality
of videoconference endpoints. For example, one of the end-
points (e.g., the first endpoint) may act as the MCU and may
perform decoding and encoding operations on video infor-
mation transmitted in the first videoconference between the
plurality of videoconferencing endpoints. Alternatively, the
MCU may be a separate videoconference device that per-
forms the videoconference, e.g., it may not be incorporated in
an endpoint of the videoconference. However, it should be
noted that endpoints other than the MCU are still considered
as “performing” the videoconference.

In 604, the MCU may transmit videoconference informa-
tion (e.g., including video and audio) to the videoconferenc-
ing endpoints during the videoconference, for presentation to
corresponding participants. Thus, in 604 the MCU may
receive videoconference information from various endpoints
and also transmit videoconference information to the various
endpoints.

In 606, an endpoint of the videoconference (e.g., the MCU)
may transmit videoconference information for recording the
videoconference to a recording or streaming server during the
videoconference, e.g., concurrently with the transmission of
the videoconference information sent to the videoconferenc-
ing endpoints in 604. The endpoint may begin transmitting
the videoconference information for recording in response to
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user input, e.g., before or during the videoconference. For
example, one of the participants in the videoconference may
request that all or a portion of the videoconference be
recorded. In one embodiment, the participant may be able to
simply selecta “record” button, e.g., on aremote, and may not
have to provide any further input, e.g., using preset configu-
rations. Further embodiments regarding recording configura-
tions and pins are provided below with respect to FIG. 10.

In one embodiment, participants in a videoconference may
be able to select an option which prevents their respective
video/audio stream from being recorded. When this option is
selected by a respective participant, that participant’s audio/
video is not transmitted to the recording server for recording.
Alternatively, or additionally, one of the participants (e.g., a
controlling user) may be able to select which video streams of
the videoconference should be recorded, e.g., using a GUI of
the participant’s respective endpoints, or via other means, as
desired. In further embodiments, the videoconference
streams that are recorded may be selected automatically with-
out receiving user input to select the streams to be recorded.
For example, the selection may be made by the recording
server and/or an endpoint, e.g., recording only the most active
talkers, the most important talkers, etc.

As indicated above, the videoconference information sent
to the recording server may be independent or unique from
the videoconference information sent to the videoconferenc-
ing endpoints. More particularly, the videoconference infor-
mation sent to the recording server may be “streaming
friendly”, i.e., the videoconference information may be pro-
vided in a format that can be streamed from the recording
server to clients with little or no modification. For example,
the videoconference information sent to the recording server
may include periodic I frames (iframes), as opposed to the
normal videoconference streams, which may include only an
initial iframe, iframes based on a request from an endpoint
(e.g., if the endpoint needs to recover video), and/or no
iframes. Normal videoconference streams may not require
these iframes since each endpoint may be configured to
request a new iframe as necessary, which may not be sup-
ported by the recording/streaming server. However, embodi-
ments where one or more of the endpoints also include peri-
odic iframes are also envisioned (although they may not be at
the same rate or periodicity as those provided to the recording
server).

By including the periodic iframes, a client of the recording
server may recover from lost packets or other transmission
issues without having to rerequest information from the
recording server. Additionally, the client may be able to seek
different portions of the videoconference, e.g., based on user
input selecting, for example, a position before or after the
current position of playback of the videoconference. In other
words, the recording server may provide the videoconference
in a streaming format, e.g., which is different from that pro-
vided to the videoconferencing endpoints in the videoconfer-
ence. Additionally, or alternatively, the videoconference
information sent to the recording server may be sent in a
streaming format (e.g., H.264, Flash™, wmv, etc.) or may
otherwise be wrapped in a streaming container. In some
embodiments, the MCU may automatically download or
select advanced properties like bitrate, resolution, codecs,
container formats from the streaming/recording server and
use that for generating the videoconferencing information to
be sent to the recording server.

The videoconference information transmitted to the
recording server may be sent in any of a plurality of ways. For
example, each video and/or audio stream (e.g., from each
participant) may be transmitted separately to the recording
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server by the endpoint (e.g., the MCU). Alternatively, one or
more video and/or audio streams may be composite, e.g., may
be provided as a composite video images to the recording
server. When composited images are sent to the recording
server, the endpoint may indicate the boundaries of the com-
posite video image so that the layout may be changed ata later
point, e.g., by streaming clients. As used herein, a “composite
video stream” may refer to a video stream that comprises a
plurality of images that are a composite of multiple images,
which when played sequentially form a video stream of the
composite images. The boundary information of the compos-
ite image or composite video stream may indicate the borders
of individual images within each composite image.

Insome embodiments, any combination of the separate and
composite transmission may be used. For example, presenta-
tion information may be sent separately from the participant
video, which may be a composite of images of all the partici-
pants. Alternatively, or additionally, the recording server may
receive and/or store main and auxiliary video streams sepa-
rately. The audio information may be separated and associ-
ated with a particular video stream (or portion of a composite
image) or may simply be mixed together as a single audio for
the recorded videoconference. In one embodiment, in a point
to point call setup, the information sent to the recording server
may comprise only the local video source and the far end
video source and corresponding audio.

In some embodiments, while receiving or storing content
which is composed of multiple video streams composited
together (e.g., by a compositor), the recording server may
request or simply receive composition information from the
compositor and store it with the recorded stream. As indicated
above, the composition information may define the bound-
aries of the source images in the composite image. The com-
position information may change with time as new partici-
pants join the call, existing participants leave, presentations
are added, auxiliary inputs are added, etc. In one embodi-
ment, the composition information may be stored against the
timeline of the video. In further embodiments, the timeline
may be used for indicating when secondary streams of infor-
mation are present during the videoconference. For example,
where a presentation is provided for a period of time during
the videoconference (but not all of the videoconference) the
timeline may indicate when the presentation occurred. This
may be particularly useful when the presentation information
is stored separately (and/or is provided separately) to the
recording server. Accordingly, the recording server will know
when to provide the presentation information in 608 below,
e.g., by using the timeline.

Thus, in 606 the recording server receives the stream(s)
from a videoconference device (e.g., an endpoint or MCU)
and may record (or store) the stream(s) in the memory of the
recording server.

In 608, the recording server may provide the recorded
videoconference information to one or more clients, such as
shown in FIG. 4. According to various embodiments, the
recording server may provide the videoconference informa-
tion concurrent to (at the same time as) the videoconference
(e.g., broadcast live or with some delay). Additionally, or
alternatively, the recording server may provide the videocon-
ference information after the videoconference is recorded or
complete. For example, the recording server may store a
repository of videoconferences which may be viewed by
clients, e.g., via the Internet, e.g., using a web site. In some
embodiments, the clients may view the videoconference at
any point during or after the videoconference, according to
their desire.
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When transmitting to clients, the recording server can send
the composition or boundary information (e.g., with a time-
line) to the client. Note that the boundary information may be
included in the video information (e.g., as metadata) or sepa-
rately, as desired. Accordingly, the client’s player may be
configured to use the boundary information to modify the
composite video stream in a variety of ways. For example, the
client may be configured to allow the user to zoom in to a
specific section (specific participant) of the videoconference.
The client may also be allowed to move the video sections
around and display them in layouts that differ from the origi-
nal composited video (e.g., similar to the modifications
shown in FIG. 5B from FIG. 5A, among other possibilities).
In one embodiment, this may be achieved using multiple
video players with each player zooming in to a separate
section of the video. The players may then be scaled and if
required overlaid on to achieve layouts like picture in picture.

FIGS. 7A-7C illustrate diagrams showing the transmission
of information from an MCU or endpoint to the recording
server to a client (although there may be a plurality of clients).
In the embodiment of FIG. 7A, the endpoint transmits sepa-
rate video streams to the recording or streaming server. In this
example, the video streams include a participant video stream
and a presentation video stream. Note that the embodiment
shown may apply to a videoconference (including a plurality
of participants) or may also apply to a single participant
presenting a presentation, e.g., for broadcast via the recording
server. As shown in FIG. 7A, the streaming server may send
the two video streams separately to the client, which may in
turn display the two video streams in any of various manners,
e.g., according to the user’s desire. For example, as shown,
the user may view both streams equally or the presentation in
a larger format. Further layouts are envisioned, e.g., where
only one or the other video is displayed.

FIG. 7B illustrates a diagram showing transmission of
information from an MCU or endpoint to the recording server
to a client. In this embodiment, the MCU receives videocon-
ference information from other endpoints and composites the
video with multiple participant images. The MCU sends this
composite video as well as boundary information identifying
the composite sections to the recording server. The recording
server in turn provides this information to the client, which is
able to view the videoconference in the original layout, or any
of'various other layouts (e.g., displaying only a single partici-
pant or emphasizing one of the participants by showing that
participant as a larger portion of the display, although other
layouts are envisioned). In the embodiment of FIG. 7B, the
endpoint and/or recording server may be configured to trans-
mit auxiliary streams as well (e.g., video streams correspond-
ing to a presentation), either in the composite video stream or
separately, as desired.

FIG. 7C illustrates the transmission of two streams from
the MCU or endpoint to another endpoint and the transmis-
sion of two streams from the MCU to the recording server.
Thus, in the embodiment of FIG. 7C, the MCU is able to send
a plurality of different streams to endpoints as well as to the
recording server. Note that, in this embodiment, the recording
server streams include periodic iframes. Thus, FIGS. 7A-7C
illustrate the transmission of data to the client via the record-
ing server, allowing users to change the layout of the recorded
videoconference.

FIGS. 8A and 8B illustrates two comparative embodiments
showing the transmission of data. In FIG. 8A, a recording
method is shown where the recorder is a participant in the
videoconference. In this embodiment, the videoconference
information provided to the recording server is not unique or
different from the other two videoconferencing endpoints.
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Additionally, the screen layout includes the recorder, which
takes up a portion of the screen for the participants (and is also
recorded). The recording server then transcodes the video-
conference for provision to clients to include periodic key
(e.g., ) frames, which as indicated above are able to cope with
losses in transmissions. Additionally, the key frames allow for
seeking (e.g., allows the user to skip over portions of the
videoconference when viewing) and allows new viewers join
a session at any time (although new sessions could be formed
at any time otherwise). In this embodiment, the transcoding
process performed by the recording server results in a lower
number of possible streaming clients at any one time. This
embodiment also reduces the number of recording sessions
that the recording server can perform at any one time.

A more preferred embodiment is shown in FIG. 8B. In FIG.
8B, the layout provided to both the other endpoints and the
recording server does not include the recording server as a
participant. Accordingly, the screen layout is not reduced by
having to show the recording server. Additionally, partici-
pants of the videoconference may be aware that recording is
occurring by a recording indication in the layout (shown in
the upper left hand corner). In some embodiments, this
recording indication may only be displayed to the partici-
pants, but may not be sent to the recording server. As also
shown, the MCU may transmit the videoconference informa-
tion to the recording server differently than that to the video-
conference endpoints, in this case including the periodic
iframes. The recording stream may be unique in other man-
ners, as indicated above. The recording server can then
rebroadcast the source stream without transcoding it and can
therefore support a larger number of concurrent recording and
streaming sessions.

FIG. 9 illustrates an exemplary interface (e.g., on a web
page) for viewing a recorded videoconference. As shown, the
user may be able to view the recorded videoconference, seek
any point in the videoconference, adjust volume, screen size,
etc. Additionally, the interface may indicate metadata of the
videoconference, including, for example, the owner or cre-
ator, the record date, the duration, the playback bandwidth,
the channel, any tags, etc. Additionally, the owner may be able
to edit this information, delete the recording, feature the
video, download the video, view the recording log, etc. Fur-
ther viewers may be able to post comments about the video or
browse to view other videos (e.g., looking at other channels,
recent videos, featured videos, etc.). Thus, FIG. 9 illustrates
an exemplary interface for viewing recorded videoconfer-
ences. The interface may be hosted by the recording server or
another server, as desired.

In further embodiments, the MCU and/or endpoint and/or
the recording server may be configured to use speech to text
to transcribe the videoconference, e.g., into English or trans-
lated to other languages (assuming the videoconference is
performed in English). Accordingly, this text may be overlaid
onthe video (orincorporated into the video) when provided to
the recording server and/or the client (depending on whether
the endpoint or the recording server performs the transcrip-
tion). Additionally, the text may be searchable, e.g., by the
client. Accordingly, the client may search for specific text in
the videoconference. The search results may return in various
manners. For example, in one embodiment, the client may
present a text transcription of the videoconference and the
user may view the transcription at the portion that has the
searched text. Additionally, or alternatively, the text may be
associated with specific time frames of the videoconference
(e.g., when those words were spoken) and the user may be
able to skip to that portion of the videoconference for view-
ing. For example, a user may be able to select a search result



US 9,407,867 B2

15

and the recording may be automatically played at the portion
of the recording that corresponds to the search result. In
further embodiments, users may be able to search across a
plurality of recordings (e.g., all recordings on a server) to find
a recording whose transcript contains specified text (or oth-
erwise matches the search criteria). In such embodiments, a
list of matching recordings might be shown, and results
within each recording may be provided in the manner
described above, although other implementations are envi-
sioned. Additionally, the generated transcripts may be edited
by users, e.g., those users who have access to perform editing,
such as the creator of the videoconference or other partici-
pants.

Thus, in some embodiments, additional features may be
available to users viewing the recorded videoconference, e.g.,
after the videoconference has been performed.

FIG. 10—Recording a Videoconference Using Configura-
tions

FIG. 10 illustrates a method for recording a videoconfer-
ence using configurations. The method shown in FIG. 10 may
be used in conjunction with any of the computer systems or
devices shown in the above Figures, among other devices. In
various embodiments, some of the method elements shown
may be performed concurrently, performed in a different
order than shown, or omitted. Additional method elements
may also be performed as desired. As shown, this method may
operate as follows.

In 1002, a videoconference may be initiated or performed,
similar to 602 above. As already described, one of the video-
conferencing endpoints or units may act as an MCU for the
videoconference and may be coupled to a recording server.

In 1004, one or more configurations may be selected for
recording the videoconference. These configurations may
have been previously created by a user, e.g., before the vid-
eoconference is initiated in 1002. The configuration may
specify any of various parameters for recording the videocon-
ference. For example, the configuration may specify the qual-
ity of the recording, resolution, streaming bitrate, encoding
format, frame rate, how often iframes should be generated,
audio/video codec, aspect ratio, and/or recording metadata,
such as recording description(s), ownership information,
viewing authorization, and recording categorization (e.g., a
channel to which the recording should be added or storage
directory). The configuration may also indicate if the video-
conference should be recorded and/or streamed live. Further,
the configuration may specify a recording server, e.g., the
address of the recording server that should be used. However,
in further embodiments, the address of the recording server
may be stored or configured separately, e.g., on a per video-
conferencing endpoint or unit basis.

Additionally, configurations may be associated with any of
a variety of entities. For example, a configuration may be
associated with respective users or participants, with a par-
ticular videoconferencing location or room, with an video-
conferencing endpoint or unit, etc. For example, video end-
points can be preconfigured with configurations (sometimes
referred to as “keys” or “pins”), e.g., which may enable the
single touch recording described herein. The term “pin” here
may refer to a pin number or other identification code used to
identify a previously created configuration. In one embodi-
ment, an endpoint owned by a group of users can be precon-
figured for one touch recording to record or stream content
that is access restricted to the group, e.g., just the members of
the group, to the highest access level of the group, to the
lowest access level of the group, etc.

There may be more than one configuration associated with
a given entity. For example, in some embodiments, users may
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have or own multiple recording configurations. This may
allow them to create recordings and live streams with differ-
ent recording quality or viewing authorizations. As a specific
example, the CTO of a company may have a plurality of
different associated configurations, e.g., one for manage-
ment, one for engineering, one for sales, one for legal, etc. As
indicated above, these configurations may specify different
viewing rights or locations for publishing, among other pos-
sible differences. Further, a user may have more than one key
to specify the different bitrates or codecs that should be gen-
erated for videoconferences, e.g., to support his different
devices. More specifically, the user may want to support his
mobile device and computer, and may have a different con-
figuration for each. Both configurations may be used for a
given videoconference, so that either device could view the
videoconference, if desired.

FIG. 11 illustrates an exemplary screen shot of an interface
for managing configurations (shown as “recording keys”). In
this embodiment, the user “administrator” has an associated
configuration “6512”. This configuration has an associated
name (“1 Mbps”), channel (“main”, where associated video-
conferences may be published), viewing rights (“everyone”),
whether it is recorded (“yes”), whether it is streamed live
(“yes”), adescription (left blank), associated tags (“demo at 1
Mbps”), bitrate (“1024”), and presentation bandwidth (“70”).
Note that the information stored in this configuration is exem-
plary only and other settings and fields are envisioned.

In some embodiments, the configurations may be selected
before or during the videoconference, as desired. For
example, the configurations may be selected prior to the vid-
eoconference, prior to recording (e.g., but during the video-
conference), or at the time the recording is initiated. Addi-
tionally, the configurations may be fully specified before
selection or may be specified during selection, e.g., when
recording is invoked.

Further, the configurations may be selected automatically
(e.g., by acomputer system (e.g., the videoconferencing unit)
without user input specifying the configurations) and/or
manually. For example, for manual selection, one or more of
the participants may select the configuration(s) using a
remote or other input device. Note that the manual selection
may be performed in addition to automatic selection, if
desired.

For automatic selection, the MCU, endpoint(s) or record-
ing server may be configured to perform the selection. In a
simplistic case, the MCU may use default configuration(s),
e.g., associated with the MCU and/or the endpoints of the
videoconference. However, the automatic selection may be
more sophisticated. For example, when a recording is initi-
ated, the MCU, one of the videoconferencing units, and/or the
recording server may be configured to use voice/face recog-
nition to identify participants of the videoconference. For
example, in one embodiment, the voice and/or face recogni-
tion may be based on videoconferencing information
received from the endpoint that originated the recording to
identify the participant(s) who initiated the recording. Alter-
natively, the participants of the videoconference may already
beknown (e.g., specified in a videoconference request or call)
or may be specified by the participants, as desired. Accord-
ingly, the configuration(s) associated with those partici-
pant(s) may be selected.

The endpoint (e.g., from the recorder) can offer to start a
recording/streaming session using one of the recording user’s
profiles. Following this example, the recording’s ownership
can be assigned to the user initiating the recording. This
allows users to record/stream without having to remember
recording configuration(s). However, the selected configura-
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tions could be based on other participants of the videoconfer-
ence instead of or in addition to the initiating participant, as
desired.

In 1006, the conference may be recorded based on the one
or more configurations specified in 1004. The conference
may be recorded similar to the description above regarding
606. However, the recording server may record or store the
videoconference based on the selected configurations. For
example, the recording may be created using the configura-
tion or a profile associated with the configuration (e.g., which
may have been preconfigured). In one embodiment, the
streaming/recording server may store multiple recording pro-
files that specify streaming bitrate, codecs and recording
metadata. Recording metadata may include a recording
description, ownership information, viewing authorization
and recording categorization (channel), among other possi-
bilities. A profile may also identify if the content should be
recorded and/or streamed live. Each recording profile may be
associated with a configuration (e.g., a key or pin) described
above. In some embodiments, video endpoints can download
recording profiles from the recording server for a key entered
by a user and generate the appropriate stream.

In 1008, the recorded videoconference may be provided to
one or more clients, similar to 608 described above.

Embodiments described above may also apply to stream-
ing videoconferences (e.g., instead of recording videoconfer-
ences). In such embodiments, similar configurations may be
used (except those related to the stored recordings) and may
be referred to as “streaming configurations™ rather than
“recording configurations”.

FIG. 12—Recording a Videoconference in Response to a
Single User Interaction

FIG. 12 illustrates a method for recording a videoconfer-
ence in response to a single user interaction. The method
shown in FIG. 12 may be used in conjunction with any of the
computer systems or devices shown in the above Figures,
among other devices. In various embodiments, some of the
method elements shown may be performed concurrently, per-
formed in a different order than shown, or omitted. Additional
method elements may also be performed as desired. As
shown, this method may operate as follows.

In 1202, a videoconference may be initiated or performed
among a plurality of videoconference endpoints, as described
in 602 above.

In 1204, a request to record the videoconference may be
received in response to a single user interaction. For example,
the single user interaction may be one of the participants, e.g.,
atan endpoint, utilizing a remote device, e.g., to press a record
button. The remote device may include a remote control, a
touch device, a speakerphone, etc. For example, the user may
select a record button that is dedicated to initiating recording
of'the videoconference. In further embodiments, the user may
use a single user interaction provided by applications running
on devices, e.g., on touch devices such as mobile phones or
tablet devices, on netbooks or laptops, etc.

Other single user interactions are envisioned. For example,
aparticipant may use a voice command to initiate the record-
ing. Alternatively, or additionally, the participant may use a
laptop to provide a command to the endpoint or recording
server to initiate the recording. In one embodiment a gesture
may be used (e.g., on a touch screen or provided to a camera
of the videoconference endpoint, etc.). The participant may
use a mouse to select a button to initiate the recording.
Regardless of the method used, only a single interaction of the
user may be required to initiate the recording of the video-
conference. For example, the participant may not have to go
through a tedious set of inputs to initiate the recording, but
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may simple provide one interaction or input to initiate the
recording of the videoconference. Additionally, the partici-
pant may not need to specify a recording configuration in
order to initiate the recording of the videoconference.

In 1206, recording of the videoconference may be initiated
in response to the request in 1204. The recording of the
videoconference may be performed as described herein. Note
that no further user interaction may be required to initiate (or
even to perform) the recording other than the single user
interaction of 1204. Thus, in one embodiment, the participant
may only provide the single user interaction and no further
interaction may be required for the recording to begin. The
recording may be performed utilizing one or more pre-stored
recording configurations, such as those described above,
among others. For example, the pre-stored recording configu-
rations may be the recording configurations described in FI1G.
10. More specifically, one of the pre-stored configurations
used to record the videoconference may be associated with a
participant of the videoconference, an endpoint of the video-
conference, etc.

The recording configurations may be automatically
selected, e.g., by the endpoint receiving the single user inter-
action, by the MCU, and/or by the recording server. For
example, the recording configurations may be automatically
selected by using configurations associated with participants
in the videoconference, e.g., using one or more recording
configurations associated with the participant providing the
input to initiate recording, associated with the endpoint that
receives the input, associated with the participant that
requested or initiated the videoconference, associated with
the highest ranking participant in the videoconference, asso-
ciated with the recording server (e.g., a default recording
configuration), etc. In this embodiment, the participant may
not provide any input other than the single user interaction to
perform the recording. For example, the participant may not
perform any action prior to or after the single user interaction
in order to initiate and/or perform the recording of the video-
conference.

Alternatively, or additionally, the recording configurations
may include any configurations that participants in the vid-
eoconference (or other users) selected prior to initiating the
recording, e.g., selected prior to or during the videoconfer-
ence, but before providing the single user interaction. In one
embodiment, participants may specify desired recording con-
figurations when the videoconference is initiated, when the
participant accepts an invite to the videoconference, during
scheduling, etc. In one embodiment, a first participant may
select one or more configurations and a second participant
may provide the single user interaction to record the video-
conference, e.g., without specifying any configurations.

The method of 1200 may be performed by any of a variety
of videoconference equipment. For example, 1204 and 1206
may be performed by an MCU, an endpoint acting as an
MCU, or any endpoint of the videoconference, as desired. For
example, the request may be provided as user input to the
MCU or endpoint. Alternatively, 1204 and 1206 may be per-
formed by a recording server in communication with one or
more of the videoconference MCU/endpoints. For example,
the request may be provided as a message to the recording
server to initiate the recording, e.g., from an MCU or endpoint
of the videoconference.

FIG. 13—Recording a Videoconference with a Separate Pre-
sentation Stream

FIG. 13 illustrates a method for recording a videoconfer-
ence with separate participant and presentation streams. The
method shown in FIG. 13 may be used in conjunction with
any of the computer systems or devices shown in the above
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Figures, among other devices. In various embodiments, some
of the method elements shown may be performed concur-
rently, performed in a different order than shown, or omitted.
Additional method elements may also be performed as
desired. As shown, this method may operate as follows.

In 1302, a videoconference may be initiated or performed
among a plurality of videoconference endpoints, as described
in 602 above.

In 1304, first videoconference information may be
received for recordation. The first videoconference informa-
tion may correspond to participants in the videoconference.
The first videoconference information may be received by a
recording server, e.g., from an MCU of the videoconference
and/or an endpoint of the videoconference, as desired. As
used herein, videoconference information that “corresponds
to participants in the videoconference” (or “participant vid-
eoconference information”) refers to video and/or audio that
generally include the participants. For example, video that
corresponds to participants generally includes video of par-
ticipants at a corresponding videoconference location. While
the participant(s) may not always be displayed, e.g., when the
participant steps away from the camera, the primary purpose
of the video is for displaying images of the participant(s).
Thus, the video that corresponds to participants may include
an image of at least one participant for more than 50% of the
time. Note that the percentage may typically be higher, e.g.,
70%, 80%, 90%, 95%, 100%, etc.

In 1306, second videoconference information may be
received for recordation. The second videoconference infor-
mation may be received by a recording server, e.g., from an
MCU of the videoconference and/or an endpoint of the vid-
eoconference, as desired. The second videoconference infor-
mation may correspond to auxiliary video of the videocon-
ference. The second videoconference or auxiliary
videoconference information may be any videoconference
information that does not correspond to the participants of the
videoconference. For example, the second videoconference
information may correspond to a presentation presented dur-
ing the videoconference (e.g., may be “presentation video-
conference information”). For example, the second video-
conference information may include video of slides of a
presentation as one of the participants discusses the various
slides. The presentation video may further include video of
the participant interacting with the slides (e.g., using a mouse
to point at various portions within a slide, highlighting vari-
ous portions, etc.). In one embodiment, the presentation video
may include video provided from a participant’s computer,
e.g., as the participant executes programs on the computer. In
alternated embodiments, the presentation video may include
video of a presentation provided via a projection machine or
other mechanism. However, as indicated above, the second
videoconference information may not be presentation infor-
mation, but may generally be videoconference information
that does not correspond to participants of the videoconfer-
ence, since that information is already received in 1304.

In some embodiments, the second videoconference infor-
mation may not be present for a portion of the videoconfer-
ence. For example, one of the participants may present a
presentation during the videoconference for less than the
entirety of the videoconference (e.g., for 5 minutes within the
30 minute videoconference). Note that the second videocon-
ference information may be present a plurality of different
times throughout the videoconference. For example, the vid-
eoconference may begin and participants of the videoconfer-
ence may discuss various matters for a first time period, and
no second videoconference information may be present dur-
ing the first time period. At a second time period, a first
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participant may present a presentation. At a third time period,
after the first participant has finished providing the presenta-
tion, and no second videoconference information may be
present during the third time period. At a fourth time period,
a second participant may provide video from his computer,
e.g., to illustrate a program or graph that is pertinent to the
conversation. Thus, in this particular example, the second
videoconference may be present during the second period and
the fourth period, but not during the first and third periods.
Additionally, it should be noted that the second videoconfer-
ence information may be of different natures, where there is a
plurality of different types of second videoconference infor-
mation. For example, each different second videoconference
information may not be a presentation or of the same type of
videoconference information (e.g., one may correspond to a
presentation while another may correspond to a different type
of second videoconference information).

In 1308, a timeline of the second videoconference infor-
mation may be stored for recording the videoconference. The
timeline may specify when the second videoconferencing
information was present in the videoconference. The timeline
may be received by a recording server, e.g., from an MCU of
the videoconference and/or an endpoint of the videoconfer-
ence, as desired. Alternatively, or additionally, the timeline
may be generated by the recording server, e.g., as the first and
second videoconference information is received from the
MCU or endpoint of the videoconference. For example, the
recording server may store the times when the received sec-
ond videoconference information begins and ends during the
videoconference, e.g., relative to the beginning of the video-
conference (when the first videoconference information is
initially received).

In 1310, a recording of the videoconference may be pro-
vided to one or more clients. The recording of the videocon-
ference may supply the first videoconference information, the
second videoconference information, and/or the timeline of
the second videoconference information in a single stream or
package or may provide them separately as desired. For
example, the recording of the videoconference may include
only the first videoconference information at a first time (e.g.,
atthe beginning of the videoconference). The timeline may be
provided separately (e.g., from the first videoconference
information or the recording) or may be provided with the
first videoconference information. Later, the second video-
conference information may be provided (e.g., when the sec-
ond videoconference information was originally present in
the videoconference). This second videoconference informa-
tion may be provided with the first videoconference informa-
tion in the recording or may be provided separately, as
desired. In one embodiment, the first and second videocon-
ference information may be provided initially, even if the
second videoconference information is not present in the
videoconference until a later time. Accordingly, the client
may be able to buffer or store the second videoconference
information and begin playback of the second videoconfer-
ence information at a later time, based on the received time-
line of the second videoconference information.

Similar to descriptions above, the recording (e.g., the first
videoconference information and/or the second videoconfer-
ence information) may be formatted or provided to the clients
without substantial modification since being received in 1304
and 1306. Also, similar to embodiments above, the first vid-
eoconference information and second videoconference infor-
mation may be different than the videoconference informa-
tion provided among the plurality of endpoints in the
videoconference. For example, the original videoconference
information (whether it be participant videoconference infor-
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mation or auxiliary videoconference information) provided
to endpoints may not include periodic iframes or may not be
in the streaming friendly format of the first and second vid-
eoconference information. However, in other embodiments,
the first and second videoconference information may be
transcoded or modified before being provided to the clients,
as desired.

In 1312, the one or more clients may playback the record-
ing of the videoconference. More specifically, the one or more
clients may use the timeline to appropriately display the sec-
ond videoconference information during playback of the
recording of the videoconference. The first videoconference
information may be played back for the duration of the play-
back of the recorded videoconference.

In one embodiment, each client may provide the first vid-
eoconference information for playback on the display of the
client, determine a first point in the videoconference when a
portion of the second videoconferencing information begins
using the timeline, and provide the second videoconference
information for playback on the display at the first point.
Further, each client may determine a second point in the
videoconference when the portion of the second videocon-
ferencing information ends using the timeline, and cease pro-
viding the second videoconference information for playback
on the display at the second point. This process may be
repeated a plurality of times for each time period that the
second videoconference information is present.

FIG. 14—Recording a Videoconference Including Boundary
Information

FIG. 14 illustrates a method for recording a videoconfer-
ence with boundary information of a composite image. The
method shown in FIG. 14 may be used in conjunction with
any of the computer systems or devices shown in the above
Figures, among other devices. In various embodiments, some
of the method elements shown may be performed concur-
rently, performed in a different order than shown, or omitted.
Additional method elements may also be performed as
desired. As shown, this method may operate as follows.

In 1402, a videoconference may be initiated or performed
among a plurality of videoconference endpoints, as described
in 602 above.

In 1404, the videoconference may be recorded, according
to any of the embodiments described herein. The recorded
videoconference may include composite images or may be a
composite video. As discussed above, the composite images
may include a plurality of participant images in respective
portions of the composite image. However, it should be noted
that some portions of the composite images may not corre-
spond to participants, but may be other video, such as presen-
tations or other video. Thus, the recorded videoconference
may include audio/video of the participants, audio/video of a
presentation, etc.

In 1406, boundary information of the videoconference
may be stored which indicates the boundary of the composite
images in the recorded videoconference. Note that the bound-
ary information may be stored as part of the recorded video-
conference or may be stored separately, as desired. Addition-
ally, the boundary information may be received as part of, or
separately from, the videoconference information used to
record the videoconference. For example, an endpoint may
provide the videoconference information to record the video-
conference and may also provide the boundary information of
the videoconference information (e.g., which may be
included in the videoconference information or provided
separately, as desired).

In 1408, the recorded videoconference and boundary infor-
mation may be provided to one or more clients. Each client
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may execute software (e.g., a videoconference or video
player) to playback the recording to one or more users of the
client. The client may be any of various devices, such as a
computer, a mobile device, a tablet, a mobile phone, etc.

In 1410, a client may use the boundary information to
change the layout of playback of the recorded videoconfer-
ence. For example, the client may begin playback of the
recorded videoconference according to a first layout (e.g., the
layout that the videoconference was originally recorded in).
During playback, a user of the client may request a change in
layout of the videoconference. For example, the user may
select a new desired layout from a plurality of possible lay-
outs, e.g., which may be displayed in a graphical manner on
the client display. Alternatively, or additionally, the user may
select a “change layout” option and the client may cycle from
a current layout to a new layout, e.g., in a cyclical order. In
further embodiments, the user may be able to manually select
portions of the layout and move, resize, or delete them. For
example, the user may drag a border within the composite
image to increase or decrease the relative sizes of portions
within the layout. Alternatively or additionally, the user may
select one of the portions and choose various options for that
portion, e.g., increase size, decrease size, maximize size,
minimize size, remove, split, etc.

In some embodiments, the layout of the playback of the
recording may change automatically. For example, if one of
the participants in the videoconference begins a presentation
and new presentation data is provided for display, the client
may automatically change the layout of the playback of the
recording in order to provide the presentation video for dis-
play. Similarly, when the new presentation ends, the client
may automatically change the layout of the playback of the
recording to remove the presentation from being displayed
(e.g., thereby reallocating the presentations portion to other
video). Additionally, the layout of the playback of the record-
ing may change as new users are added or removed, as the
active talkers in the videoconference change, etc.

Accordingly, the client may use the provided boundary
information to change the layout of the recorded videocon-
ference in response to the user’s input. Note that this change
in layout may not change the underlying recording, but
instead may simply change the presentation of the recorded
videoconference for that particular client. More particularly,
the change in layout may be performed locally by the client
and not change any data of the recorded videoconference.

In addition to the boundary information, transcript infor-
mation of the videoconference may be stored and/or provided
to the one or more clients. In one embodiment, the one or
more clients may be configured to utilize the transcript as
subtitles of the recorded videoconference or for searching the
videoconference. For example, a user of the client(s) may
search for a portion of the videoconference using keywords.
In response, the client may search the transcript for those
keywords and allow the user to skip to the corresponding
portion in the videoconference. As one example, the user may
search for the word “soccer” and the client may move play-
back of the recorded videoconference to a portion of the
videoconference where one of the participants said the word
“soccer”. The client may also provide a list of search results
and the user may be able to select each instance of the results
to view the corresponding portion of the recorded videocon-
ference.

FIG. 15—Recording a Videoconference According to Con-
nection Quality

FIG. 15 illustrates a method for recording a videoconfer-
ence based on connection quality. The method shown in FIG.
15 may be used in conjunction with any of the computer
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systems or devices shown in the above Figures, among other
devices. In various embodiments, some of the method ele-
ments shown may be performed concurrently, performed in a
different order than shown, or omitted. Additional method
elements may also be performed as desired. As shown, this
method may operate as follows.

In 1502, a videoconference may be initiated or performed
among a plurality of videoconference endpoints, as described
in 602 above.

In 1504, a request to record the videoconference may be
received. The request may be received from a user, e.g., by an
endpoint of the videoconference. For example, the request
may include the user providing input to request to record the
videoconference Alternatively, or additionally, the request
may be received from a recording server from an endpoint or
MCU of the videoconference. For example, the recording
server may receive a message requesting to record the video-
conference from the MCU of the videoconference. The
request may generally be generated or received according to
any of the embodiments described above, e.g., in with respect
to FIG. 6.

In 1506, a videoconference device (e.g., an endpoint and/or
MCU) having a high quality connection to the recording
server may be determined. This determination may be per-
formed by the recording server (e.g., by the recording server
measuring connection quality between each endpoint) and/or
by each videoconference device participating in the video-
conference. Generally, the determination of the high quality
connection may be determined by any involved device.

In one embodiment, the method may determine the high
quality connection by determining which videoconference
device(s) are on the same local area network as the recording
server. For example, the method may generally assume that
any local area network connection is of higher quality than
wide area network connections (e.g., Internet connections).
Alternatively, or additionally, the high quality connection
may be determined by detecting packet loss or bandwidth
available between the videoconference device(s) and the
recording server. For example, the connection may be deter-
mined as being “high quality” if the packet loss is below a
threshold, if the bandwidth exceeds a threshold, etc. Gener-
ally, the videoconference device having the highest quality
connection (e.g., according to whichever metric that is being
used) may be the determined videoconference device for
providing videoconference information of the videoconfer-
ence to the recording server for recording.

However, it should be noted that there may be a determi-
nation of capacity that has a higher or lower priority than the
connection quality. For example, the connection quality may
only be determined for videoconference devices that have the
processing or bandwidth capacity to provide the videocon-
ference information for recording. Alternatively, the connec-
tion quality may be determined for all available videoconfer-
ence devices and the capacity of the videoconference devices
may be used to break ties between videoconference devices
having similar connection qualities.

Where a high quality connection is not determined, the
highest available connection quality of the available video-
conference devices may be used. The highest quality connec-
tion may be determined according to the metrics described
above, e.g., based on packet loss, bandwidth, etc., among
other possible metrics.

Additionally, or alternatively, the videoconference device
may be determined according to which device requires the
least (or is among a subset that requires a lower amount of)
effort in traversing a firewall/NAT setup.
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In 1508, the determined videoconference device may pro-
vide videoconference information for recording the video-
conference to the recording server. The videoconference
information received in 1610 may be similar to the videocon-
ference information received for recording described above,
e.g., in 606 above. For example, the videoconference infor-
mation may be “streaming friendly” and require little or no
modification for provision to clients (at least for a first record-
ing format), or not, as desired.

By determining and using a connection with high quality,
the quality of the recording may be improved. For example,
recording a videoconference when using a connection with
less quality, the quality of recording may be affected by
bandwidth fluctuations and packet loss. It should be noted
that the recording server may generally have the ability to
re-request portions of a videoconference that have been
affected by connection issues, and so a minimum level of
quality may be maintained via this mechanism. Further, vari-
ous forward error correction procedures may be used to
reduce packet loss. However, it is still generally preferred that
a high quality connection be used to avoid the complication of
such procedures.

Note that the determination of the high quality connection
may be determined a plurality of times (e.g., periodically)
during the videoconference. For example, the method may
determine if the current videoconference device still has a
high quality connection and/or if another videoconference
device has a better connection. If the connection quality has
sufficiently deteriorated or if another connection is suffi-
ciently better, the provision of the videoconference informa-
tion in 1508 may be changed to another videoconference
device. Alternatively, or additionally, this update of the deter-
mination may be performed whenever the quality of connec-
tion of the videoconference device drops to an unacceptable
level, e.g., when the connection drops, packet loss exceeds a
threshold, bandwidth is lower than a specified threshold, etc.
Exemplary Embodiment According to the Method of FIG. 15

The following describes an exemplary embodiment
according to the method of FIG. 15.

A videoconference may be established between a plurality
of videoconferencing endpoints. At some point prior to or
during the videoconference, a request to record the videocon-
ference may be received. For example, a user may press a
record button, or some other action may trigger recording
(e.g., the recording may begin automatically). In one embodi-
ment, the endpoint that receives the user input or otherwise is
involved in initiating the recording process may send a mes-
sage to other videoconference devices capable of providing
videoconference information to the recording server. For
example, the message may provide details regarding the
requested recording (e.g., an address of the recording server,
desired recording configurations or formats, etc.). The mes-
sage may also specify the quality of connection between the
endpoint and the recording server. For example, the quality of
connection may be specified as a “recording metric”.

In response, any videoconference device that has a better
recording metric (e.g., and has the capacity to perform the
recording activity) may provide a response to the initiating
videoconference endpoint and perform the provision of vid-
eoconference information to the recording server. The new
videoconference device may provide the videoconference
information according to the specified recording configura-
tion, as specified by the initial message above, or a subsequent
message once the new videoconference device has been
assigned the task.

The method may be extended to videoconference devices
that are not able to perform the provision of the videoconfer-



US 9,407,867 B2

25

ence information to the recording server. For example, a user
of such a videoconference device may request recording of
the videoconference, and that device may offload the provi-
sion of the videoconference information to another device
that is capable of performing the task. As a specific example,
a computer videoconferencing application may be able to
participate in videoconference, but may not be configured to
provide the videoconference information for recording.
Accordingly, the task may be offloaded to a dedicated video-
conference endpoint instead, following the descriptions
above.

In addition to the above embodiment, the method may be
extended. For example, if an MCU is involved in the video-
conference, the MCU may take over the recording.

FIG. 16—Recording a Videoconference According to a Plu-
rality of Formats

FIG. 16 illustrates a method for recording a videoconfer-
ence according to a plurality of formats. The method shown in
FIG. 16 may be used in conjunction with any of the computer
systems or devices shown in the above Figures, among other
devices. In various embodiments, some of the method ele-
ments shown may be performed concurrently, performed in a
different order than shown, or omitted. Additional method
elements may also be performed as desired. As shown, this
method may operate as follows.

In 1602, a videoconference may be initiated or performed
among a plurality of videoconference endpoints, as described
in 602 above.

In 1604, a request to record the videoconference may be
received. The request may specify a plurality of desired
recording formats. For example, the request may specify a
one or more different recording configurations which may
overall specify a plurality of desired recording formats for the
recording of the videoconference. Alternatively, the record-
ing formats may be specified manually by a participant of the
videoconference (or other user), determined automatically by
the recording server, MCU, or endpoint of the videoconfer-
ence, etc.

In 1606, one or more recording resources may be deter-
mined for recording the videoconference according to at least
one of the plurality of recording formats. As used herein, a
“recording resource” may be any device that is capable of
recording a videoconference, e.g., based on received video-
conference information. In some embodiments, this determi-
nation may be performed by providing a request to various
videoconference devices or other devices. For example, the
recording server may send a request to various videoconfer-
ence devices participating in the videoconference (or other
devices that are not participating in the videoconference) to
record the videoconference according to one of the plurality
of recording formats. In further embodiments, the request
may be provided by other entities than the recording server,
e.g., the MCU of the videoconference, an endpoint of the
videoconference (e.g., the endpoint that initiated the record-
ing, possibly in response to user input), etc. Recording
resources with adequate processing capability may respond
to the request to perform the recording of the videoconfer-
ence. Alternatively, or additionally, recording may simply be
assigned to one of the recording resources.

In some embodiments, similar to embodiments described
above with respect to FIG. 15, the determination of the
recording resource may be based on the quality of connection
between the recording resource and the recording server.
Alternatively, or additionally, the determination of the record-
ing resource may be based on the quality of connection
between the recording resource and the videoconference
device providing videoconference information of the video-
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conference (e.g., where the videoconference information is
provided directly to the recording resource instead of through
the recording server, as described below). In further embodi-
ments, the determination of the recording resource may sim-
ply be based on the quality of the videoconference informa-
tion that the recording resource can receive, regardless of the
source. Thus, various quality information (e.g., connection
quality information) may be used to determine the recording
resource.

In 1608, the videoconference information of the videocon-
ference may be received for recording. Note that 1608 may
apply to both the recording server and the determined record-
ing resources. As indicated above, the videoconference infor-
mation may be provided simultaneously to both the recording
server and the determined recording resource, or it may be
provided in sequence, e.g., where the recording server
receives the videoconference information and then provides
the videoconference to the recording resource so that the
recording resource can generate a second recording of the
videoconference in a second recording format. Alternatively,
if the determined recording resource is participating in the
videoconference (e.g., if it is an endpoint), it may simply use
the normal videoconference information of the videoconfer-
ence rather than receiving the videoconference information
that is provided to the recording server in 1608.

In 1610, the videoconference information may be recorded
according to a first recording format to generate a first record-
ing of the videoconference. Note that, similar to embodi-
ments described above, the videoconference information
received in 1608 may already be substantially in the first
recording format or may be in a format that requires transcod-
ing in order to generate the recording in the first recording
format, as desired. For example, the videoconference infor-
mation received in 1610 may be already in substantially one
of the plurality of formats, which may be the first recording
format or a different recording format that the recording
server may transcode into the first recording format, as
desired. The videoconference information received in 1610
may be similar to the videoconference information received
for recording described above, e.g., in 606 above.

In 1612, a second recording may be received from the
determined recording resources. The second recording may
be recorded according to a second recording format that is
different from the first recording format. The second record-
ing may be received as a packaged recording or may be
received as videoconference information (e.g., similar to
1608), but formatted or transcoded according to the second
recording format (or substantially in the second recording
format without requiring substantial modification of the vid-
eoconference information). Generally, the recording server
may perform the bulk of the required transcodings and this
offloading of transcoding or recording may be performed
when the recording server lacks capacity.

In 1614, the first and second recordings may be provided to
firstand second clients, e.g., simultaneously. For example, the
recording server (or a separate streaming server) may receive
a first request to view the videoconference from a first client
and may receive a second request to view the videoconference
from a second client. The method may determine that the first
client requires the first recording format and the second client
requires the second recording format. For example, the first
request may specify the first recording format and the second
request may specify the second recording format. Alterna-
tively, the formats may be determined based on the clients
themselves. For example, the method may determine that the
first client is a mobile phone and provide the recording in a
format that is appropriate for the device type of the first client
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(in this particular case, a lower resolution format may be
selected). Similarly, the method may determine that the sec-
ond client is a laptop computer and may provide a format that
is appropriate for computers (e.g., one that is a higher reso-
Iution than the first format). Note that the provision of the first
and/or second recordings may be performed during the vid-
eoconference or after completion of the videoconference, as
desired. The offloading of transcoding or recording may be
especially beneficial in embodiments where the first and sec-
ond recordings are performed during the videoconference,
since they cannot be produced over time, as capacity allows.
The provision of the first and second recordings may be
performed substantially in real time with respect to the vid-
eoconference (e.g., with less than 1 second delay, 2 second
delay, 5 second delay, 10 second delay, 30 second delay, etc.).

In further embodiments, instead of, or in addition to the
plurality of formats being determined by the request to record
the videoconference or other devices recording or participat-
ing in the videoconference, the desired recording formats
may be selected based on requests received from clients to
view the videoconference. For example, the recording server
may offload recording or transcoding operations in response
to requests from clients to view the recording in a format that
is not currently available. Thus, the recording server may
generate recordings of the videoconference (e.g., itselforin a
distributed manner) in response to requests from clients. The
recording server may then provide the newly created record-
ing to the client in response to the request. In some embodi-
ments, the recording server may be able to do this substan-
tially in real time, such that the client may receive the newly
created recording on demand. The recording server may per-
form this by streaming the newly created recording as it is
generated, whether it is being generated by the recording
server or by another recording resource. In the instance of
another recording resource performing the recording genera-
tion, the new recording may be streaming from the recording
resource to the recording server, which may in turn stream the
new recording to the client. Alternatively, the new recording
may be streamed directly from the recording resource to the
client, as desired.

Exemplary Embodiment of the Method of FIG. 16

The following provides an exemplary embodiment of the
method of FIG. 16.

A videoconference may be performed between three end-
points and one or more of the endpoints may be able to record
the videoconference. Additionally, one or more of the end-
points may have a high quality connection to a recording
server (e.g., they may be on the same local area network as the
recording server).

A participant at one of the endpoints (e.g., endpoint “A”)
may provide user input to initiate the recording, e.g., by
pressing a record button. The participant may or may not
specify a recording configuration (e.g., using a PIN or KEY,
or via other mechanisms). As indicated above, the recording
configuration may specify which channel the recording
should be published to, whether it should be capable of being
streamed or not, viewing rights required to access the record-
ing, etc. The recording configuration may also specity all of
the formats that should be available, e.g., while the videocon-
ference is being performed (e.g., for live streaming of the
recording). In some embodiments, this information may be
referred to as “transcode details”.

Endpoint A may examine the recording configuration and/
or transcode details. Endpoint A, or another videoconference
device may then poll other endpoints in the videoconference
to determine which endpoint is able to perform the extra
transcoding work needed to be done for the recording. In one
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embodiment, each other endpoint in the videoconference
may be able to transcode a single format of recording respon-
sibility, and the remainder of the transcoding may be per-
formed by the recording server, although other embodiments
are envisioned. Additionally, other endpoints (or other
recording resources) that are not participating in the video-
conference may be used to perform the transcoding work, as
desired. However, endpoints that are not capable of perform-
ing the additional work, or who otherwise do not wish to take
up the additional load, may not respond to the query from
endpoint A.

Finally, the endpoints may perform the transcoding
according to the determination above and provide the prop-
erly formatted recording or videoconference stream to the
recording server. The recording server may then stream the
plurality of formatted recording to clients, e.g., during or after
the videoconference. As indicated above, in some embodi-
ments, the streaming may be performed substantially in real
time with respect to the videoconference.

Further Embodiments

In further embodiments, the endpoint and/or recording
server can also use face and/or voice recognition on videos
from all participating endpoints to determine participant
names. The recording can be tagged with the participant
information determined to enable search queries based on
participants. The recorder can also offer to store the recording
with viewing privileges restricted to the group of call partici-
pants. Thus, image and voice profiles can be used to identify
participants in recordings and live streams. Image and voice
recognition can augment each other to increase the accuracy
of determining a user in a video.

In some embodiments, the endpoint and recording server
may generate voice and facial profiles to enable the automatic
detection of participants (e.g., for selecting configurations)
described above. For example, sections of video recordings
on the recording server can be tagged with the name of the
active speaker. This information from multiple recordings can
be used to create a voice and/or face profile for the user. In
further embodiments, the recording server can store uploaded
photos of users in their user profiles. Recording viewers can
also pause recordings and mark out users in the recording
(e.g., to tag participants of the videoconference). Multiple
uploaded images and tagged images from recordings can be
used to create an image profile of the user.

Additionally, it should be noted that any of the embodi-
ments described above regarding recording or recordings of a
videoconference may be extended to streaming the videocon-
ference (e.g., without recording the videoconference). For
example, instead of recording a videoconference and provid-
ing the videoconference to clients, the videoconference may
be provided to a streaming server and the streaming server
may provide the recording to clients in addition to or without
recording the videoconference. Further, embodiments
described above may be modified for instances for broadcast-
ing from a single videoconferencing location, e.g., where a
user would like to record or stream only his video/audio to a
plurality of clients. Thus, instead of recording a videoconfer-
ence, a user may record and/or broadcast information from a
videoconferencing endpoint.

Advantages Over Prior Systems

The above described embodiments may have numerous
benefits over prior methods for recording videoconferences.
For example, previous recording systems typically required a
recording device to participate in the videoconference,
thereby taking a port of the MCU as well as valuable screen
resources on each other participant’s screen. In embodiments
described above, the video stream sent to the recording server
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is sent independently, and does not involve the recording
server acting as a participant or use in the composite image
sent by the endpoint. Additionally, the recording server may
not receive any video or composite section that corresponds
to the recording server, and therefore also does not have to
remove itself from the recorded videoconference.

Further, in embodiments described above, the audio and
video sent to the recording server may be independent from
any of the streams sent to the other participants. For example,
the audio and video sent to the recording server may be
unique or different from any of the audio and video sent to the
other endpoints of the videoconference, unlike prior systems.

Additionally, in embodiments where the endpoint trans-
mits the video to the recording server in a “streaming
friendly” manner (e.g., including periodic i-frames), the
recording server may retransmit the video of the videocon-
ference without having to perform inefficient transcoding
procedures before transmission, which has been previously
required. Such functionality allows the recording server to
transmit the videoconference information to many more cli-
ents (at the same time) than was previously possible.

Embodiments of a subset or all (and portions or all) of the
above may be implemented by program instructions stored in
a memory medium or carrier medium and executed by a
processor.

In some embodiments, a computer system at a respective
participant location may include a memory medium(s) on
which one or more computer programs or software compo-
nents according to one embodiment of the present invention
may be stored. For example, the memory medium may store
one or more programs that are executable to perform the
methods described herein. The memory medium may also
store operating system software, as well as other software for
operation of the computer system.

Further modifications and alternative embodiments of vari-
ous aspects of the invention may be apparent to those skilled
in the art in view of this description. Accordingly, this
description is to be construed as illustrative only and is for the
purpose of teaching those skilled in the art the general manner
of carrying out the invention. It is to be understood that the
forms of the invention shown and described herein are to be
taken as embodiments. Elements and materials may be sub-
stituted for those illustrated and described herein, parts and
processes may be reversed, and certain features of the inven-
tion may be utilized independently, all as would be apparent
to one skilled in the art after having the benefit of this descrip-
tion of the invention. Changes may be made in the elements
described herein without departing from the spirit and scope
of the invention as described in the following claims.

What is claimed is:

1. A method for recording a videoconference, wherein the
program instructions execute during a videoconference,
wherein the program instructions are executable to:

receiving a request to record the videoconference;

receiving videoconference information of the videoconfer-
ence, wherein said receiving videoconference informa-
tion is performed during the videoconference, wherein
the videoconference is conducted among a plurality of
videoconference endpoints;
recording the videoconference information according to a
first recording format, wherein the first recording format
uses a first bitrate and wherein said recording generates
a first recording of the videoconference;

receiving a second recording from at least one videocon-
ference endpoint of the plurality of videoconference
endpoints, wherein the second recording is recorded
according to a second recording format, wherein the
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second recording format uses a second bitrate that is
different from the first bitrate.

2. The method of claim 1, wherein the request specifies a
plurality of recording formats, wherein the first recording
format and the second recording format is comprised in the
plurality of recording formats.

3. The method of claim 2, wherein said receiving the sec-
ond recording from the at least one videoconference endpoint
is performed in response to the request specifying the plural-
ity of recording formats.

4. The method of claim 1, further comprising:

providing a request to the at least one videoconference

endpoint to record the videoconference in a second
recording;

wherein said receiving the second recording is performed

in response to the request.

5. The method of claim 4, wherein said providing the
request to the at least one videoconference endpoint is per-
formed based on a high quality connection from the at least
one videoconference endpoint.

6. The method of claim 1, wherein the first recording for-
mat is specified by a recording configuration.

7. The method of claim 6, wherein the recording configu-
ration is specified in response to user input.

8. The method of claim 1, wherein said recording the
videoconference information according to the first recording
format does not require substantial modification from the
received videoconference information.

9. The method of claim 1, further comprising:

receiving a first request to view the videoconference from

a first client;

receiving a second request to view the videoconference

from a second client;

providing the first recording to the first client in response to

the first request; and

providing the second recording to the second client in

response to the second request.

10. The method of claim 9,

wherein the first request specifies the first recording for-

mat, wherein said providing the first recording is per-
formed in response to the first request specifying the first
recording format;

wherein the second request specifies the second recording

format, wherein said providing the second recording is
performed in response to the second request specifying
the second recording format.

11. A computer system configured for recording a video-
conference in a plurality of formats, comprising:

a non-transitory computer-readable memory medium; and

one or more processors couple to the non-transitory com-

puter-readable memory medium, wherein the non-tran-

sitory computer-readable memory medium stores pro-

gram instructions executable by the one or more

processor to:

receive videoconference information of the videocon-
ference, wherein said receiving videoconference
information is performed during the videoconference,
wherein the videoconference is conducted among a
plurality of videoconference endpoints;

record the videoconference information according to a
first recording format of the plurality of recording
formats, wherein the first recording format uses a first
codec, wherein said recording generates a first record-
ing of the videoconference;

provide a request to at least one videoconference end-
point to record the videoconference in a second
recording format; and
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receive a second recording from the at least one video-
conference endpoint, wherein the second recording is
recorded according to the second recording format,
wherein the second recording format uses a second
codec that is different than the first codec.

12. The computer system of claim 11, wherein the program
instructions are further executable to:

receive a request to record the videoconference.

13. The computer system of claim 12, wherein the request
specifies a plurality of recording formats, wherein the first
recording format and the second recording format is com-
prised in the plurality of recording formats.

14. The computer system of claim 12, wherein said pro-
viding the request is performed in response to the plurality of
recording formats.

15. The computer system of claim 11, wherein said pro-
viding the request to the at least one videoconference end-
point is performed based on a high quality connection with
the at least one videoconference endpoint.

16. The computer system of claim 11, wherein the first
recording format is specified by a recording configuration.

17. The computer system of claim 16, wherein the record-
ing configuration is specified in response to user input.

18. The computer system of claim 16, wherein the record-
ing configuration is associated with a participant of the vid-
eoconference.

19. The computer system of claim 11, wherein the program
instructions are further executable to:

receive a first request to view the videoconference from a

first client;

receive a second request to view the videoconference from

a second client;

provide the first recording to the first client in response to

the first request; and

provide the second recording to the second client in

response to the second request.

20. The computer system of claim 19,

wherein the first request specifies the first recording for-

mat, wherein said providing the first recording is per-
formed in response to the first request specifying the first
recording format;

wherein the second request specifies the second recording

format, wherein said providing the second recording is
performed in response to the second request specifying
the second recording format.

21. A non-transitory computer-readable memory medium
comprising program instructions for streaming a videocon-
ference, wherein the program instructions execute during a
videoconference, wherein the program instructions are
executable to:

receive a request to stream the videoconference;

receive videoconference information of the videoconfer-

ence, wherein said receiving videoconference informa-
tion is performed during the videoconference, wherein
the videoconference is conducted among a plurality of
videoconference endpoints;

stream the videoconference information according to a first

streaming format, wherein the first streaming format
uses a first bitrate, wherein said streaming composes a
first stream of the videoconference;

receive second videoconference information of the video-

conference from at least one videoconference endpoint
of the plurality of videoconference endpoints, wherein
the at least one videoconference endpoint is configured
to generate the second videoconference information in
response to the request to stream the videoconference;
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stream the videoconference information according to a
second streaming format based on second videoconfer-
ence information, wherein the second streaming format
uses a second bitrate that is different than the first bitrate.

22. The non-transitory computer-readable memory
medium of claim 21, wherein the request specifies a plurality
of streaming formats, wherein the first streaming format and
the second streaming format is comprised in the plurality of
recording formats.

23. The non-transitory computer-readable memory
medium of claim 22, wherein said receiving the second vid-
eoconference information from the at least one videoconfer-
ence endpoint is performed in response to the request speci-
fying the plurality of streaming formats.

24. The non-transitory computer-readable memory
medium of claim 21, wherein the program instructions are
further executable to:

provide a request to the at least one videoconference end-
point to provide the second videoconference informa-
tion according to the second streaming format;

wherein said receiving the second videoconference infor-
mation is performed in response to the request.

25. The non-transitory computer-readable memory
medium of claim 24, wherein said providing the request to the
at least one videoconference endpoint is performed based on
a high quality connection from the at least one videoconfer-
ence endpoint.

26. The non-transitory computer-readable memory
medium of claim 21, wherein the first streaming format is
specified by a streaming configuration.

27. A method for streaming a videoconference, compris-
ing:

receiving a request to stream the videoconference;

receiving videoconference information of the videoconfer-
ence, wherein said receiving videoconference informa-
tion is performed during the videoconference, wherein
the videoconference is conducted among a plurality of
videoconference endpoints;

streaming the videoconference information according to a
first streaming format, wherein the first streaming for-
mat uses a first codec, wherein said streaming composes
a first stream of the videoconference;

receiving second videoconference information of the vid-
eoconference from at least one videoconference end-
point of the plurality of videoconference endpoints,
wherein the at least one videoconference endpoint is
configured to generate the second videoconference
information in response to the request to stream the
videoconference;

streaming the videoconference information according to a
second streaming format based on second videoconfer-
ence information, wherein the second streaming format
uses a second codec that is different than the first codec.

28. The method of claim 27, wherein the request specifies
a plurality of streaming formats, wherein the first streaming
format and the second streaming format is comprised in the
plurality of recording formats.

29. The method of claim 28, wherein said receiving the
second videoconference information from the at least one
videoconference endpoint is performed in response to the
request specifying the plurality of streaming formats.

30. The method of claim 27, further comprising:

providing a request to the at least one videoconference
endpoint to provide the second videoconference infor-
mation according to the second streaming format;

wherein said receiving the second videoconference infor-
mation is performed in response to the request.
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31. The method of claim 30, wherein said providing the
request to the at least one videoconference endpoint is per-
formed based on a high quality connection from the at least
one videoconference endpoint.

32. The method of claim 27, wherein the first streaming 5
format is specified by a streaming configuration.
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